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Abstract: Fall detection, especially among the elderly, is crucial due to the potentially severe
consequences of the delayed identification of falls. This paper introduces an innovative approach
to enhance the Inception v3 model. It involves adding the feature extractor ends with a global
average pooling layer to address overfitting issues and eliminate the SoftMax layer. Additionally,
LSTM is incorporated to improve classification accuracy by preprocessing the data and removing
the background, thereby reducing confusion and boosting accuracy. The initial steps include
obtaining a dataset from video footage, converting it to a series of images, and subjecting it to
preprocessing for the next stages of training and testing. Our model was trained and tested using
three distinct datasets: our dataset, the fall-detection dataset, and the Le2i dataset. The extracted
features were fed into the Long Short-Term Memory (LSTM) classifier for fall detection
classification. The LSTM classifier leverages these features to distinguish between fall and non-
fall instances. The proposed model achieves significant accuracy, with scores of 0.98 on our
dataset, 0.97 on the Le2i dataset, and 0.96 on the Fall Detection Dataset, underscoring its
effectiveness in robust fall detection. This study contributes to fall detection, particularly in
scenarios crucial to the well-being of the elderly population.

Keywords: Fall Detection, Inception V3, LSTM, Classification, Computer Vision, Image
Preprocessing

Introduction

Home accidents can occur across all age groups but are particularly common among the elderly
and those in poor health. Accidents can result in severe injury or death. The expenses associated
with medical care or hospitalisation increase one’s financial and time burden. According to a study
by Bahar et al.[1], the average age of the individuals who experienced a fall was 80.5 +8.3. Of the
total number of patients, 80 individuals, accounting for 60.6% of the sample, were younger than
85.

On the other hand, 52 patients, making up 39.4% of the sample, were aged 85 years and older. Of
the total number of patients, 62 (47%) were identified as fragile. Sixty-seven individuals,
accounting for 50.8% of the total, feared falling, and 62 (47%) exhibited polypharmacy. The oldest
elderly group had a considerably greater frequency of diabetes mellitus, frailty, fear of falling,
walking-aid use, and the need for a regular carer. Therefore, it is evident that the decline of the
aged results solely in adverse outcomes. Continuous care is crucial for this population.

The World Health Organization (WHO) conducted a survey study in 2011 that found 650 million
working-age people with disabilities [2]. Older people and people with disabilities must be
monitored twenty-four hours a day to provide rapid assistance in the event of an accident. In the
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United States, 20% to 30% of the elderly suffer from falls and are exposed to bruises and injuries,
so it is critical to provide them with first aid as soon as possible. For this purpose, the fall-detection
system has become essential in nursing homes.

The increasing prevalence of surveillance cameras and the widespread dissemination of video clips
on the internet have posed challenges regarding human monitoring capabilities. Recently, there
has been a significant use of deep learning techniques to discern human movements captured by
surveillance cameras. Due to this rationale, many researchers work in this domain [3-5]. Some of
these studies focus on specific measures using different models and sensors: falling [6], sitting [7],
standing [8], running [9], and walking [10]. Fall detection has become one of the most important
areas of artificial intelligence that specializes in human movement recognition, especially for the
elderly, because it is difficult to monitor them until they receive first aid before the injury worsens,
especially if the injury from the fall is severe.

Falls can occur due to several circumstances, such as muscular weakness, insufficient blood
circulation, or dizziness, and can lead to severe injuries, such as brain hemorrhage, particularly
among older individuals. Timely medical intervention is essential for reducing the severity of
injuries caused by falls and improving the likelihood of survival. Abnormal-action detection is a
vast area of research because it is related to security in the city when used in surveillance camera
systems and monitoring human actions. We used the same anomaly-detection algorithm but focus
exclusively on falling and other actions relevant in this area. We left the other actions to increase
accuracy in our work, and many actions did not need it. Fall detection is an abnormal human action;
therefore, all anomaly detection considers falling an abnormal action but does not focus on it.
Chongke et al. [11] created a model using high-level characteristics for computer vision models
for object detection and classification, and other researchers have studied abnormal action and the
detection of falling with many actions.A falling accident can cause incapacity or cripple, and the
danger increases when the person is alone and cannot call or inform others. A falling accident may
also cause loss of consciousness; therefore, monitoring older adults is important so that assistance
and first aid can be provided. In recent years, many studies have focused on helping make the
elderly safer using different technologies to monitor them 24 hours a day [12-14]. This technology
allows people to live safely and freely in their homes, and it is used in most developed
countries.The Inception v3 structure breaks down huge kernels of convolution into smaller ones,
resulting in superior parallel convolution capability and a robust model expression capacity. It can
handle high-performance computing tasks using matrices with high density and can handle a larger
quantity of intricate and varied spatial data. Applying the Inception v3 model to identify the action
of human types will result in overfitting, less training efficiency, and other issues. Therefore, more
improvements to the model are necessary.

In recent years, artificial intelligence has become widely used to distinguish human movement and
has created several algorithms, but few have focused on monitoring the elderly. A human action
recognition algorithm with high precision, accuracy, and activity-classification recognisability is
required to monitor older adults. Artificial-intelligence algorithms can be used to predict and
classify the next move. Moreover, the main contributions of this paper are:

a. It constructs a new model for fall detection in elderly people using Inception v3 and LSTM.

b. The proposed model is an enhanced version of the Inception v3 paradigm. It improves upon
the original model by using smaller convolution kernels instead of larger ones, which allows
for greater expressive power. Additionally, it supports parallel convolution and incorporates
a dropout layer to effectively prevent overfitting.

c. It preprocesses data to remove superfluous elements and attributes from the image, retaining
only the essential features required to ascertain the individual’s posture.

d. It finds a new dataset for fall detection called (Qm1 fall dataset) containing 43 videos with
60fbs between 7 to 14 seconds, this is different from publicly available datasets. The proposed
dataset encompasses a wide range of diverse and complex scenes. the living room and sitting
room. Moreover, all fall events are real-world incidents rather than simulated fall events.
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e. The model was trained and tested using three datasets, the first of which we created, and the
second and third being public datasets.

Related Work

There are many studies about human fall detection. This research takes place in two ways: one
using the devices a person wears, and the second using deep learning in surveillance cameras. In
the first category, wearable devices are used [15, 16]. Kiprijanovska et al. [17] found fall detection
using a wrist-worn device and deep learning method; they used long short-term memory and a set
of 18 sensors to record and evaluate the data. Xin Yi et al. [16] used intelligent wearable devices.
The device uses WIFI and BLE wireless, heart rate, oxygen sensors, and voice recognition. The
sensor gets information and sends it to the WeChat application to know the situation and health
status of older adults remotely. The second category can detect falls in three ways using multiple
cameras based on local features [18] and using depth information [19]. The first way is to have
multiple cameras record different angles of view. Kung et al. [20] used multiple cameras and a
stream convolution neural network. The second way is to use local features. Wu et al. [21], used a
deep multiple-instance learning framework with weak labels, their approach efficiently acquires
knowledge of fall occurrences but requires detailed annotations. Detection outcomes are obtained
by fusing information from two streams in a dual-modal network. Alanazi et al. [22] used multi-
stream 3D CNN. The system assigns each stream to a particular phase, similar to human action
recognition, which aims to identify various human actions, but it explicitly emphasises a four-
branch design. A preprocessing procedure was conducted using the image-merging technique at
two fusion levels, resulting in four sequentially merged images from 16 frames obtained from the
input video. Li et al.[23] designed a dual-stream model using a convolution neural network, one
for local features and other for external features; by enhancement of the transformer, this feature
will feed the convolution neural network, allowing the streams to be merged to classify them for
fall detection.

Chen et al. [24] presents a new FA-Fall model for detecting falls using ultrasonic and regular
signals. This model uses passive audio signals from transmitting and receiving sensors. A noisy
environment certainly affects the operation of the model. Mobsite et al. [25] proposed a model to
learn and extract such features permanently without additional inputs. Fall-LSTM comprises a
CNN-LSTM framework and two excitation modules: the Spatial Attention Module (SAM) and the
Temporal Location Module (TLM). SAM provides spatial constraints on motion for feature layers
through foreground extraction and spatial pooling. TLM emphasises frames with a high probability
of falling events to LSTM by inferring the rate and trend of motion in the clips.

Kolobe et al. [26] employed a convolutional neural network to detect falls by extracting significant
facial expressions from video frames. In this process, an image undergoes a series of processing
steps, including applying the SoftMax activation function, after passing through many layers, such
as the fully connected and pooling layers. The purpose of the pooling layer is to minimise the size
of the feature maps by applying a sliding filter. Salimi et al. [27] used a convolutional neural
network with LSTM and a 1-D convolutional neural network to find falls in video images of people
falling or not falling based on pose estimation. They trained the model on the position of the human
skeleton during all activities, then used the image to watch the person fall.

Many other studies have used deep learning for human fall detection. In other studies, deep
learning and wearable sensors for fall detection were used, and most of these methods use a
pressure sensor, an acceleration sensor, and a gyroscope. Yao et al. [28] presented a novel
unsupervised fall-detection model comprising a feature extractor and predictor. Initially, they
employed 3-D convolution and 3-D transposed convolution to create a feature extractor that
captured the range—velocity—time characteristics of radar signals. Next, they created a predictor to
analyze and understand the pattern of actions that do not include falling.

Chan et al. [29] proposed a model that combines convolutional LSTM (Conv-LSTM) networks
with lightweight 3-D-CNN. Their model introduces a compact 3-D convolutional neural network.
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Table 1. Datasets for Detecting Falls Based on Vision.

Camera Fall Other
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™
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Consisting of five layers to mitigate the issue of overfitting. Adding channel- and spatial-wise
attention modules to each layer improves the detection performance by letting the discriminatory
features be examined in more detail. Furthermore, ConvLSTM is introduced to extract the
extended spatial-temporal characteristics of 3-D tensors Kim et al. [35] proposed a sensor-hybrid
deep learning model using an FNO IMU sensor and a gyroscopic sensor in a smartphone to predict
the next movement of a human using the distance histogram and then convert the sensor datagram
into 2-D image data. The model also used a Fourier neural operator to predict the fall of a human
in this model wearing the device quickly for danger based on the Fourier neural operator. Table 1
provides an overview of many datasets for fall detection and other actions, including the number
of cameras and some results. Lazzi et al. [30] constructed a model that has a first phase for finding
silhouettes, a second phase for feature extraction, and a third phase for classifying using the D1and
D2 dataset. Martinez et al. [31] used the UP-Fall dataset with two cameras to detect body
movements, such as sitting, moving sideways, and walking. They used NN, random forest, SVM,
and K-nearest neighbour, all other details being provided in the table. Gasparrini et al. [32] used
the TST v2 dataset with one Microsoft Kinect v2 camera to detect human action from different
angles, such as picking something up, sitting down, and falling.Bull et al [33] used the Azure Pose
dataset with three Microsoft Kinect v2 cameras to detect actions, such as drinking, waving hands,
and shaking hands; they used machine learning with S-T Attention LSTM, Bidirectional LSTM,
and regression SVM. Liu et al. [34] used the NTU RGB-D dataset with three Microsoft cameras
to detect many actions, such as walking, running, and jumping, using Part-aware LSTM, RNN,
and S-T LSTM, with other details provided in the table.

Methodology

We proposed a novel deep-learning approach that combines Inception v3 and LSTM in a hybrid
model in the last layers of the model to enhance the classification accuracy. The initial step is
preprocessing a data stage for training and testing. Standardisation procedures include resizing
images to 224 x 224 pixels, transforming RGB colour values into grayscale colour, subtracting the
background, and normalising edge detection before model training.

Google TensorFlow [36] was employed to implement the deep-learning methods in this study. It
provided high-level APL and did not need to prepare a neural network or program because
complex code solves all these problems.

Pre-Processing Dataset

The pre-processing dataset is a crucial step in the model. It influences the model’s accuracy,
performance, and efficiency by deleting features that are undesirable or do not help the model
detect the human posture and maintain the feature that the model needs to increase its efficiency
and accuracy.

Resizing Images to 224 x 224 Pixels. Padding can prevent distortion and keep the original
proportions when scaling pictures to 224 x 224 pixels to maintain the correct aspect ratio. This is
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crucial when preparing photos for machine learning models, especially those created for image-
recognition tasks. This technique may be carried out by using one of many image-processing
packages.

The photos must be resized to 224 x 224 pixels to be compatible with various machine-learning
models (see Figure 1). This uniform size enables consistent input dimensions for various models.

——n |
Figure 1. Renovating image dimensions to 244 x 244 pixels.

Converting Colour to Grayscale. The second step in the pre-processing is to convert the image
into grayscale to eliminate unnecessary information from the coloured/RGB images, as they
include an abundance of data that may not be necessary for further processing. Converting photos
to grayscale involves discarding unnecessary information. This process is necessary to increase
the accuracy and efficiency of the model.

After converting to grayscale, grey extracts the grayscale between adjacent cells, which describes

the proportion of each grayscale in the image’s pixels, as shown in formula (1).
n.
H(i) =Nl i=01,..L—1 (1D

where i represents the grey level of the pixel, N the number of pixels in the image, n_i the pixels
in the grey level, and L the total number of grey pixels.
To efficiently extract the grey features, the following statistics are chosen:

a. Mean: The average value of the pixels in the image, illustrated in formula (2).
W= NiZe iH(D) (2)

b. Variance: This measures the extent of pixel scattering. As the value increases, the distribution
becomes increasingly spread out, as shown in formula (3).

L-1
6% = ) (i = wPH() 3)
i=0
c. Peak: This is used to determine whether the image is in an elevated or level position, as depicted in
formula (4).
1 L-1
e =53 ) (1= *H@D -3 )
i=0

Background Subtraction. This stage is crucial for enhancing the precision of the model. The images’
primary objective was to emphasise the specific descent without requiring the surroundings. It is crucial to
remove the backdrop to do this, which the ‘rembg’ package does. By using image filtering, the accuracy of
edge detection is improved
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Figure 3. Deleting the background.

Edge Detection for Images. Image normalisation is a common pre-processing step in computer-
vision and machine-learning tasks. It involves transforming the pixel values of an image into a
standardised range to improve model performance and convergence during training. The smoothed
image undergoes filtering using Sobel kernels in both the vertical and horizontal directions to yield
the first derivative in the vertical (E_y) and horizontal (E_x) directions. The edge advancement
and direction for each pixel can be ascertained from these two photos, as shown in formula (5).

Edge Gradient(E) = /E,% + E3 (5

Figure 4. Edge detection for images.

LSTM

LSTM is similar to Recurrent Neural Network (RNN) which offers a higher level of complexity
and specificity. LSTM outperforms RNN in terms of internal memory capacity and is specifically
engineered for handling sequences [37]. In this study, the LSTM model receives the outputs from
the Inception v3 model, which classifies the postures during falling. The LSTM model requires a
sequential input of data for both training and testing purposes. Prior to entering the LSTM, it is
necessary to collect consecutive data. For instance, if the arranged frame includes the subsequent
sequence of postures without any falls, the output of the LSTM should show that this movement
is considered normal. It contain the input gate, output gate, and forget gate of the framework of
LSTM, as shown in Figure 5. LSTM has a new input, x;, output, h;, and forget input, f;.
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Figure 5. LSTM memory cell diagram.

In Figure 5, the symbol ‘O’ denotes the multiplication of vector elements, while the symbol “[1°
indicates the sum of the vectors. The variables h;, f;, o;, c;, i;, and c~ correspond to the output
results of the forget gate, input gate, input node, output gate, memory-unit state, and implicit state,
respectively.

When adding LSTM to Inception v3, one must delete the SoftMax layer because it is used for
classification and probability, but our proposed model used sequence classification; this domain
of LSTM and the design of LSTM can process sequence data by removing the SoftMax layer,
which can feed the data from Inception v3 to LSTM directly to regression or classifying it as a fall
or normal.

Enhancement Inception v3 Model

Inception v3 is a convolutional neural network (CNN) developed by Google specifically for
picture-classification jobs. The Inception architecture’s third iteration was developed by Szegedy
et al [38]. in 2015. Inception v3 is a successor to the previous Inception architectures, aiming to
enhance the performance and efficiency of image-categorisation tasks. The Inception v3
architecture is characterised by its depth and complexity, comprising a series of interconnected
inception modules. An inception module is a combination of various convolutional and pooling
layers that are specifically designed to extract distinct characteristics from the input image.

Detecting falls in humans faces several obstacles, including overfitting, because most databases
used for training take an image of a person with all the furniture in the house, which causes
overfitting. Srivastava et al. [39] proposed a method to reduce overfitting by freezing units of the
neural network based on specific calculations, and this method significantly reduced overfitting.
The steps of this method are:

1) Select neurons randomly and deactivate them without altering the input or output.

2) Backpropagation is still used to compute the network'’s losseven if the input is delivered to the
network for forward propagation. In the absence of forward propagation of the training data and
without executing the backpropagation of the error gradients are finished, the parameters of the
dormant neurons remain unchanged, but the parameters of the active neurons are optimised.

3) This procedure is repeated until the loss function is stable.

The dropout of this algorithm is counted by formulas (7) and (8):
7}.(1)~Bernoulli(p) (6)

yitt=fwi 100 +pitt) (7)

Where r].(l) is a possibility vector holding in just 0 and 1 bits and agree a Bernoulli distribution,
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pi*t and witrepresent the bias and weight of the next layer, and 1(x) symbolises the extracted

feature. yi**Indicates the output after progress through the activation function. The dropout of the
model is depicted in Figure 6.

Inception v3 created four new structures, leaving the original classification and keeping one
assistant classification in the middle. The Inception model A classifier has achieved depth and
efficiency in data analysis, as it uses, instead of the original 5*5 convolution kernel, two 3*3
convolution kernels, whereas the second convolutional layer uses the same 5*5 parameters to
reduce the number of variables in the network significantly.

Standard

,,,,,,,,,,,,,,,,,,,,,,,,

Qver fitting Normal fitting

Figure 6. Dropout in Bernoulli.

To count the number of parameters, formulas (9) and (10) were used:
Op,=(HXWXC)x(5x5xC)=25HWC? (8)

R, =2(HXW xC) % (3%3xC)=18HWC? 9)

Where Oy, is the original parameter for convolutional kernels, Rthe replacement parameter, H the
height of the image, W the width of the image, and C the number of filters. Note from formulas
(3) and (4) that the number of parameters are reduced by about 28%. In model B, instead of using
an N x N convolution kernel, it used an N x 1 and a 1 x N to decrease the total number of
parameters and enhance the computational efficiency. In Inception Module C, the approach of
growing horizontally compared to vertically is used, leading to an augmented representation
dimension and a higher feature dimension.Hence, to address the issue of overfitting and enhancing
recognition accuracy, this paper suggests an enhanced Inception v3 model that integrates the
strengths of the original model, such as its powerful expressive capacity and abundant spatial
features, along with the effective overfitting prevention capability of dropout.

Figure 6 shows the full architecture of the model for fall detection. We assume the set of training
in the input is g in this paper. The size of the vector feature in input size is X(ny,g), the sample of
the input data is X€ R™x*8 and the output data is progress Y € R1*&.. For example, we take layer
m in the model to process the forward propagation in formulas (11) and (12):

Zm = wm Alm=1l 4 pm (10)

A™ = R™(Z™) (11)

Where A™represents the input to the to layer m, b™represents the bias of layer, w™represents

the weight of the layer, and R™represents the output using a nonlinear activation function using
ReLU. The formulas are as stated:
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Cost = _ézle(yi log(A[m](i)) + (1 _ yi) log(l — A[m](l’))) (12)

Zm = dA™ x R™ (Z™) (13)
m 1 m pAlm—-1]T
dw™ = EdZ A (14)
19 .
dpml = EZ 1b[m](l) (15)
=

After obtaining dw™and db!™, we will update the parameters using the learning rate, and the
above process will continuously repeat until the training model process is complete.

e e

In this step used 1X7
and 7X1 instead 7X7
filies

Output
8x8x2048

Inception

stepl :
: Inception
' siep3
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[ |
Reduction A{

for Gride [ ( I | =
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Figure 7. Proposed model structure.

Hence, to address the overfitting problem caused by an insufficient sample size of the fall-detection
dataset and enhance the detection accuracy, this study proposes the improved Inception v3 model.
This model combines the strengths of Inception v3, such as its strong expressive ability and
abundant spatial features that facilitate parallel convolution, with the strong ability to prevent
overfitting through dropout. Figure 7 shows the improved architecture of Inception v3.

Training Model

The training set contains images of falls and non-falls fed into the trained neural network model.
The model uses convolution in the initial layers to extract shallow features from the input images.
These features are then pooled to reduce the size of the feature map. The Inception block is then
used to extract deep features from the pooled features. The Inception block uses parallel
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convolution layers to extract varying-size feature maps. These feature maps are subsequently
merged after each block of Inception and fed into the subsequent layer.

Next, the features extracted are fed into the global average pooling layer, followed by the addition
of a dropout layer. When the global average pooling layer results pass through the dropout layer,
they are input into the LSTM. Specific neuron nodes are randomly ignored in the dropout layer at
a specific ratio. It is important to note that the input and output layers remain unchanged throughout
this process. The LSTM layer generates the classification results, finalising the forward-
propagation process. Once the forward propagation is finished, the parameters in Inception v3 are
updated using the backpropagation technique, excluding the ignored neuron nodes; this completes
an iterative process. The processes mentioned above are iterated until the conclusion of the training
procedure. Moreover, to implement this strategy, we removed the SoftMax layer and added LSTM
to classify image which we got from the video the doing well and increase accuracy. Figure 8
depicts the training procedure for the model.

Activenode

GB Deprecated zode
- lormal
Training neural g o
- —  network ) -+LST™
gy

{ Input data ] { exdract feature J Pooling for altre obtaining feature by pooling average decrease Dropout LSTM for
feature inception v3 layer classification

Figure 8. Training model with Inception v3 and LSTM.

The fall-detection model Inception V3 _LSTM primarily comprises five components: data
preprocessing, the Inception v3 layer, the pooling layer, the LSTM optimisation layer (see Figure
9), and the output layer. The algorithm model presented in this paper differs from the conventional
fall-detection paradigm. The fusion approach achieves excellent detection accuracy because of
Inception v3’s ability to automatically extract features and the LSTM network’s inclusion of
storage units in the hidden layer, which can effectively capture long-term correlations in time series
data.

fi1 > Gy — hi_q — it

. _______________ _

Figure 9. LSTM optimization layer.

45 Journal of Engineering, Mechanics and Architecture www. grnjournal.us


http://www/

The output layer uses the LSTM classifier to merge the data processed by the LSTM optimisation
layer to carry out unnormalised probability calculation. This is specifically used for the binary
classification problem of fall detection. Determine the expected probability of falling among daily
activities and the results of the classification of daily activities.

Dataset

This study’s methodology is based on the use of three datasets. Before classifying each human
image as either training or test data, we perform a thorough evaluation to confirm its quality.
Through comprehensive evaluation of each photograph, we ensure the maintenance of rigorous
standards and precision in our research methodology.

The first dataset is the Qm1 fall dataset. We created a new dataset for fall detection using a single
camera containing 43 videos in two groups, sitting rooms and sleeping rooms, with 60fbs, between
7 to 14 seconds, which differs from the existing publicly available datasets, as it covers most of
the places where the elderly are present. The proposed dataset contains diverse and complex
scenes. Moreover, all fall events are real-world incidents rather than simulated fall events. This
database distinguishes itself from others by emphasising home areas and the diverse ambiance they
elicit. This database categorises videos according to the specific room in which they were filmed,
providing a detailed examination of how various settings might affect the mood and subject matter
of the videos. This distinctive characteristic distinguishes it from broader video collections and
renders it a significant asset for individuals interested in investigating the importance of human
fall detection.

The second public dataset is called the fall-detection dataset [40] and contains two groups: training
374 images and validating 111 images.

The third dataset, The Le2i dataset [41], was used in this study in two groups: home_ 01 and
home_02 contain 30 videos each. After preprocessing, their size becomes 224 x 224. To assess
their resilience, they captured video footage of the dataset from various settings, including home.

Result and Discussion

The results of a training phase using a model for classifying photos of Fall or No-Fall. Table 2
includes information on the loss, accuracy, implementation time, and other details for each phase
of a sample training run. The loss values indicate the difference between the predicted and actual
labels, with lower values indicating better performance.

Table 2. Performance Evaluation Metrics of Fall-Detection Models on Benchmark Datasets
(Fall-Detection, Le2i, and Qm1).

Metric Fall-Detection Le2i Dataset Qm1 Fall Dataset
Dataset
Accuracy 0.9619 0.97 0.9800
Precision 0.9628 0.96 0.9800
Recall Score 0.9609 0.96 0.9763
F1-Score 0.9592 0.97 0.9788
MSE 0.0400 0.02 0.0200
RMSE 0.1952 0.18 0.1414

According to Table 3, the accuracy score of the model was 0.98 in our dataset, 96% in the fall-
detection dataset, and 97% for the Le2i dataset. Similarly, the recall score of 0.97 indicates that
the model correctly identified 98% of the positive cases. Figure 11 shows the loss function for the
model decreasing at the end of model training in the Qm1 fall dataset, and Figure 10 shows the
increasing accuracy after each training period. Figure 13 and Figure 12 show the curve of loss
function and accuracy, respectively, in the fall-detection dataset. Note that the accuracy will
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increase after each phase and loss of model stability. Figure 17 shows the accuracy of the model

in the Le2i dataset.

The effectiveness of the proposed classification model in accurately distinguishing between
instances of falls and non-falls within the dataset is demonstrated through the evaluation of
categorisation performance, as depicted in Figure 12, which shows the loss function for our dataset,
and Figure 13, which shows the accuracy for our dataset. The values of the matrices represent the
accuracy of predictions for both fall and non-fall events.
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The provided metrics are related to the performance evaluation of a fall-detection method that
combines Inception v3 and Support Vector Machines (LSTM) for classification. This method
involves data augmentation, a technique used to artificially increase the diversity and size of a
dataset by generating additional training examples through various manipulations.

The results for the fall-detection method using classification with data augmentation for the Qm1
fall dataset are:

. Accuracy: 0.98

. Precision: 0.98

. Recall Score: 0.9762618690654672

. F1 Score: 0.9788014718582996

. Mean Squared Error: 0.02

. Root Mean Squared Error (RMSE): 0.1414213562373095
The results for the Le2i Dataset using our model are:

. Accuracy: 0.9772535805

. Precision: 0.9661921708

. Recall Score: 0.9696882161000726

. F1 Score: 0.9757412399

. Mean Squared Error: 0.02

. RMSE: 0.1843873386465664

The results for the fall-detection dataset using our model are:

. Accuracy: 0. 96

. Precision: 0. 9609

. Recall Score: 0.9654819329022582

. F1 Score: 0.9592425115522564

. Mean Squared Error: 0.04

. Root Mean Squared Error (RMSE): 0.1952127829935147
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Figure 14. Confusion matrix for fall detection Figure 15. Confusion matrix for Qm1 fall
dataset. dataset
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dataset.

Symmetry reflects the performance of the fall-detection system. The high accuracy, precision,
recall score, and F1 score values suggest that the system effectively identifies fall instances. In
Figure 16, the Result test image in our dataset, and the Result test image in the fall detection
dataset. The low mean squared error and RMSE values indicate that the predicted fall labels closely
align with the actual fall labels, reinforcing the accuracy of the system’s predictions. The inclusion
of data augmentation likely contributes to improved performance by providing a more diverse and
representative training dataset for the FDFE model.

Evaluating Against the Current Highest Level of Achievement

Table 3 compares our proposed model with other state-of-the-art techniques. We evaluated our
method by comparing it with previous state-of-the-art techniques on the Le2i fall-detection dataset.
The comparison methods exclusively analyzed RGB videos without incorporating supplementary
inputs, such as depth images or sensor data—previous studies on Le2i commonly computed
assessment metrics like accuracy, specificity, and sensitivity. Figure 16 shows a simple result
model from our dataset and fall-detection dataset with the expectation rate for each image.

Table 3. Comparison of our Proposed Model with Other State-of-the-Art Methods.

Method Accuracy Specificity Sensitivity
Song Zou et al. [42] 97.2 97 100
J. Thummala [43] 95.2
Adrian et al.[44] 97.0 97.0 99.0
Wang et al. [45] 96.9 96.5 97.4
Dentamaro et al.[46] 89.0 88.0 89.0
Inception v3-LSTM 97.7 97. 98.5
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Conclusion

This study presents a hybrid model that uses Inception v3 and LSTM algorithms to accurate
identify all events in older inaccurately individuals’ homes. The research involved analyzing three
datasets specifically for this purpose. The automatic detection model suggested in this paper
primarily focuses on enhancing the following elements:

(1) We successfully mitigated the issue of overfitting during the model’s learning process, where
we added a dropout layer to the Inception v3 model after the average pooling layer;

(2) There are two advantages to training the model with this the datasets and transfer learning
integrated: firstly, it accelerates the model training pace, and, secondly, it helps to mitigate the
problem of overfitting when the amount of data is significant.

We used three datasets to train and test the model: the first dataset, our dataset, the second fall-
detection dataset, and the third Le2i dataset.

The results suggest that this approach can significantly contribute to developing automated fall-
detection systems, which can have critical applications in various domains, including healthcare,
eldercare, and safety monitoring. Further research and experimentation can explore ways to
improve the model’s performance, adapt it to specific environments or populations, and address
any limitations or challenges that may arise in its real-world deployment.
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