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Abstract: Automated analysis of student behavior in classrooms offers educators a reliable
method to enhance engagement and assess participation. This study introduces a 2D pose-based
CNN-LSTM model designed to classify student actions—hand raising, writing, and reading—
from video data using the EduNet dataset. Video frames were processed with Mediapipe to
extract pose landmarks, focusing on upper-body features. The proposed architecture leverages
Convolutional Neural Networks (CNN) for spatial analysis and Long Short-Term Memory
(LSTM) units for temporal sequence understanding. Despite constraints imposed by a limited
dataset size, the model successfully achieved a validation accuracy of 98.83%. These findings
confirm that pose-based approaches provide precise, efficient alternatives to traditional behavior
analysis. Future enhancements, such as expanding datasets and modeling multi-person scenarios,
are recommended to improve applicability in diverse classroom environments.
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1. Introduction

Understanding and accurately interpreting student behaviors within educational environments is
critical for enhancing learning outcomes and creating engaging classroom experiences.
Traditionally, educators rely heavily on manual observational methods to analyze student
engagement and actions, a process that is often time-consuming, labor-intensive, and susceptible
to observer bias. Recent advancements in computer vision and machine learning have presented
significant opportunities to automate the analysis of student behavior, potentially overcoming the
limitations associated with manual methods.

Computer vision techniques, including object detection, pose estimation, and video analysis,
have been increasingly applied in educational research to objectively capture and interpret
student actions and interactions. Pose estimation, in particular, has gained considerable attention
due to its ability to accurately represent human posture and movements in detail. Among these
techniques, the integration of Convolutional Neural Networks (CNN) and Long Short-Term
Memory (LSTM) networks stands out due to their effectiveness in processing spatial and
temporal data, respectively.

This study aims to classify specific student behaviors—hand raising, writing, and reading—using
a CNN-LSTM model based on 2D pose data extracted from the EduNet video dataset via
Mediapipe. The study’s primary objectives include evaluating the feasibility and accuracy of this
approach and examining its potential to reduce reliance on subjective observational methods.
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The paper is organized as follows: Section 2 reviews relevant literature and highlights existing
methods. Section 3 outlines the methodological approach, detailing dataset selection, data
preparation, and model architecture. Section 4 presents experimental results and analysis.
Sections 5 and 6 discuss findings, implications, and future research directions, concluding with
recommendations for enhancing the model's generalizability and practical applicability.

2. Related Work

Previous studies in student behavior analysis have used various computer vision approaches,
including whole video-based methods, image-based object detection models like YOLOvS, and
pose estimation techniques.

Whole video-based approaches analyze temporal features across entire video sequences but often
require significant computational resources. For instance, Kopukli et al. (2019) [1] examined a
YOWO(You Only Watch Once) deep learning model that processes entire classroom videos to
detect spatio-temporal actions, achieving promising results but with high computational costs.

Image-based methods, such as YOLOVS8, focus on detecting specific objects or actions within
individual frames, offering real-time performance but sometimes lacking temporal context. H.
Chen and G. Zhou (2023) [2] utilized YOLOv8-based object detection to identify hand-raising
gestures in classrooms, enabling real-time feedback but without considering motion across
frames.

Pose-based approaches, both 2D and 3D, provide detailed information about human posture and
movement, enabling more nuanced behavior classification. Z. Ren and X. Xiao (2024) [3]
employed 3D pose estimation to analyze student attention by tracking head and body orientation,
achieving high accuracy but with increased computational demands. On the other hand, 2D pose
estimation methods have gained popularity due to their balance between accuracy and
computational efficiency. F.-C. Lin and H.-H. Ngo (2021) [4] demonstrated that 2D pose-based
models could effectively classify student actions like writing and reading with lower
computational overhead.

There are also hybrid approaches, which use RGB + Pose data or RGB-Sequence + pose data.
While they also provide promising results, they also require high computational resources.

This study builds upon these methodologies by implementing a 2D pose-based approach using
the EduNet dataset, aiming to enhance the accuracy and reliability of student behavior
classification, with the aim of achieving good results with low computational resources.

3. Methodology
3.1. Dataset Selection and Preparation

The selection of an appropriate dataset is crucial for training and evaluating behavior analysis
models. For this study, the EduNet dataset was chosen due to its comprehensive annotations of
student actions in educational environments. EduNet comprises short video clips capturing
various classroom activities, annotated with labels corresponding to ten different actions. To
tailor the dataset to our specific focus, we selected three actions: hand raising, writing, and
reading. A total of 120 video clips were used, with 40 clips dedicated to each action category.

The videos contain one or two students in a controlled setup. While this setting provides clear
and direct views of the targeted actions, it introduces limitations regarding the model's ability to
generalize to real-life classroom environments — where multiple students and different
backgrounds are common. Acknowledging this, we aimed to first achieve promising results
within this controlled context. We anticipate that expanding the dataset with more samples and
diverse scenarios will enhance the model's generalizability in future work, including its
adaptation for real-world classrooms in Central Asia.

Each video was divided into individual frames, and Mediapipe was utilized to extract 2D pose
data from each frame. We have extracted 32 points (see Figure 1) from a pose data along with
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their confidence score. Since we are targeting upper-body specific actions, we only used 1-24

points in our work.
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Figure 1. Mediapipe pose estimation landmarks
Then we used extracted pose data to build a new dataset for our next training.

Figure 2. The preparation of the training dataset using mediapipe
3.2. Model Architecture

The proposed model integrates Convolutional Neural Networks (CNN) with Long Short-Term
Memory (LSTM) networks to capture both spatial and temporal features of student behaviors.
The input to the model consists of pose sequences with a shape of (max_frames, 24, 3). The
limited dataset size of 120 clips poses a challenge for training a well-generalized model, as deep
learning models typically require large amounts of data to perform optimally.

To address this, the model architecture was designed to be efficient and capable of learning from
limited data. A TimeDistributed CNN layer processes each frame individually through a series of
ConvlD and MaxPoolinglD layers, extracting local spatial features from the pose data. By
sharing weights across time steps, the TimeDistributed layers help in reducing the number of
parameters, mitigating overfitting risks.

Following the convolutional layers, the flattened output is fed into an LSTM layer with 128 units
to capture temporal dependencies across the sequence of frames. The LSTM layer is particularly
effective in modeling sequential data, allowing the model to understand how pose configurations
change over time for each action.

To further prevent overfitting—a significant concern given the small dataset size—a Dense layer
with L2 regularization and a Dropout layer with a rate of 0.6 are incorporated before the final
output layer. The output layer employs a softmax activation function to classify the input into

93 Journal of Engineering, Mechanics and Architecture www. grnjournal.us



one of the three action categories. This architecture leverages the strengths of CNNs in spatial
feature extraction and LSTMs in sequence modeling, aiming to achieve high classification
accuracy even within the constraints of limited data.
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Figure 3. Model architecture
3.3. Training Strategy

The model was trained using a categorical cross-entropy loss function and the Adam optimizer,
chosen for its efficient handling of sparse gradients and adaptive learning rate capabilities. The
dataset was split into training and testing sets to evaluate the model's generalization performance.
Given the limited number of samples, the split was carefully managed to maintain a
representative distribution of each action category in both sets.

To enhance training efficiency and prevent overfitting, several strategies were implemented:

1. Early Stopping: Training was monitored using early stopping, which halted the process if
the validation loss did not improve over three consecutive epochs. This helps prevent the
model from overfitting to the training data.

2. Learning Rate Scheduling: The learning rate was reduced by a factor of 0.5 if the
validation loss plateaued for two consecutive epochs, with a minimum threshold set to le-6.
This adaptive approach allows the model to converge more effectively.

3. Batch Size and Epochs: The model was trained for a maximum of 100 epochs with a batch
size of 32. These parameters were chosen to balance computational efficiency with the need
for sufficient training iterations.

Despite these efforts, we acknowledge that training on only 120 short clips is insufficient for
developing a highly generalized model applicable to real-world classroom settings. However,
achieving good results on this dataset serves as a proof of concept. It demonstrates the potential
of using 2D pose-based CNN-LSTM architectures for student behavior analysis. We anticipate
that increasing the dataset size and diversity in future work will significantly enhance the model's
performance and generalizability, allowing it to better handle the complexities of real-life
environments with multiple students and varied backgrounds.

5. Results
The training process spanned 20 epochs, with the model demonstrating progressive improvement
in both training and validation accuracy. Starting with an initial accuracy of approximately
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35.68% and a validation accuracy of 33.33% in the first epoch, the model's performance steadily
increased, reaching a peak training accuracy of 97.27% and a validation accuracy of 98.83% by
epoch 30. The loss metrics similarly decreased, indicating effective learning. Notably, the model
exhibited robust performance in distinguishing between the three action categories, with
validation accuracy consistently above 80% in the later epochs. However, minor fluctuations
were observed towards the end of training, potentially due to the limited size of the dataset. The
final model achieved an overall validation accuracy of 98.83%, demonstrating the efficacy of the
2D pose-based CNN+LSTM approach in classifying student behaviors. (Figure 4)
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Figure 4. Training results
6. Discussion

The results indicate that the 2D pose-based CNN+LSTM model is effective in classifying student
actions such as hand raising, writing, and reading. The significant improvement in accuracy over
the training epochs underscores the model's ability to learn complex spatial and temporal patterns
inherent in the pose data. Compared to image-based approaches like YOLOVS, the pose-based
method offers a more focused representation of human actions, potentially reducing noise from
irrelevant background information. However, the relatively small dataset size poses limitations,
as the model may benefit from additional data to enhance its generalization capabilities.
Moreover, the single-person focus of the model restricts its applicability in multi-student
scenarios, a common occurrence in real classroom settings. Future work could address these
limitations by expanding the dataset and adapting the model to handle multiple individuals
simultaneously.

7. Conclusion

This study successfully demonstrated the application of a 2D pose-based CNN+LSTM model for
analyzing student behavior in educational environments. By focusing on three key actions—hand
raising, writing, and reading—and utilizing the EduNet dataset, the model achieved high
classification accuracy, highlighting the potential of computer vision techniques in educational
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analytics. The findings suggest that pose-based approaches can effectively capture and interpret
student engagement, providing valuable insights for educators and administrators. Despite
promising results, the study acknowledges the need for larger and more diverse datasets and the
extension of the model to handle multi-person scenarios. Future research in this direction could
further enhance the applicability and robustness of automated student behavior analysis systems.

8. Future Work

Building upon the current study, future work will explore several avenues to enhance the
robustness and applicability of student behavior analysis models. One key area is the expansion
of the dataset to include a larger number of video clips and a more diverse range of student
actions, which would improve the model's generalization capabilities. Additionally, extending
the model to handle multi-person scenarios is essential for real-world classroom environments
where multiple students interact simultaneously. Incorporating 3D pose estimation could also
provide more detailed spatial information, potentially increasing classification accuracy.
Furthermore, integrating real-time analysis capabilities would enable immediate feedback for
educators, facilitating dynamic classroom management. Finally, exploring transfer learning
techniques and more advanced architectures, such as Transformer-based models, could further
boost performance and adaptability across various educational settings.
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