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Abstract  

In addition to being a difficult undertaking for the majority of drivers, driving in search of parking 

also contributes to increased congestion and pollution. As a result, researchers and city authorities 

are showing a growing interest in intelligent parking assistance systems. A significant portion of 

these systems are dependent on technology that is both costly and not easily scalable, such as real-

time parking sensors or video systems. The purpose of this work is to offer a deep learning 

architecture that, based on digital metre payment events, can make predictions about the current 

number of cars parked at various locations. We achieve better results than simple baseline models 

and a probabilistic technique that is considered to be state-of-the-art in the literature. A direct 

correlation between transactional data and parking occupancy cannot be established because not 

all individuals adhere to the length or pay that they have paid for. As a result, we will discuss the 

dependability of our method on a variety of datasets and spatial granularities. In spite of the fact 

that our model is not as trustworthy as sensor data, particularly for parking zones that are relatively 

small, our methodology offers a cost-effective approach to infer the occupancy of on-street parking 

spaces and enables meaningful autonomous parking services. 

Keywords: On-street parking Occupancy, Parking Meter Transaction, Congestion and Emissions, 

Small Parking Zones, Efficiently Operating, Monitoring, and Managing Parking. 
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It is estimated that cars that are looking for parking are responsible for approximately thirty 

percent of the traffic congestion that occurs in the city. Throughout history, municipalities, 

businesses, and property developers have endeavoured to ensure that the supply of parking 

spaces is proportional to the ever-increasing demand for parking spots [4-9]. On the other hand, 

it has become abundantly evident that merely increasing the number of parking places available 

is not sufficient to solve the congestion problem. In an effort to provide a more balanced 

perspective on parking that more effectively regulates the link between supply and demand, new 

ways that make use of parking management systems are being developed [10-14]. Within the 

context of an urban mobility plan, parking can be defined as the utilisation of cutting-edge 

technology for the purpose of effectively operating, monitoring, and managing parking spaces 

efficiently [15].  

 

The global market for parking systems reached $93.5 million, with the United States 

representing 46 percent of the market share [16-19]. This market has a significant opportunity for 

growth for businesses that provide services both in the United States and in other countries. 

There are a number of technologies that serve as the foundation for parking solutions. These 

technologies include data analytics, wireless communications, and car sensors. The development 

of smartphone applications for customer service, mobile payment systems, and in-car navigation 

systems are examples of sectors where innovation has made parking a realistic option. The 

ability to access, collect, evaluate, disseminate, and take action based on information on parking 

usage is at the core of the parking idea. Intelligent technologies are increasingly providing this 

information in real time, which enables parking managers and drivers to maximise the capacity 

of parking spaces [20-25].  

 

An early patent application for a parking metre was submitted by Roger W. Babson on 

August 30, 1928. This patent was a United States patent. In order for the metre to function, it 

was designed to draw power from the battery of the vehicle that was parked, and it was 

necessary to establish a link between the vehicle and the metre. Initially implemented in 

Arlington in the late 1980s, the Intelligent Vehicle Parking Administration (IVPM) system is 

currently being adopted by universities and municipalities all around the world as a centralised 

means of parking management, revenue collecting, and compliance enforcement [26-31].  

 

In a street, a machine that is located next to a parking space and into which the driver 

deposits money in order to be granted permission to park the vehicle for a specific period of 

time. Both generating income and assisting in the release of parking places are two of the most 

essential duties that parking metres provide. The regular parking metre, on the other hand, has 

several shortcomings. The use of such metres not only helps to increase income but also assists 

in the turnover of parking places [32-39]. The parking transaction that is recorded in such metres 

includes information on when, where, and for how long a parker is required to pay for parking 

time. This data can be used to infer whether or not parking spaces are occupied without the need 

to install additional sensing systems. Every transaction that takes place for every parking metre. 

The raw datasets could be challenging to work with due of their size and complexity [40-45].  

Literature Review 

The Internet of Things (IoT) has the capability to simultaneously connect billions of 

devices and services with a wide range of applications at any given time and location. In recent 

times, the Internet of Things has emerged as a new technology. Internet of Things (IoT) research 

is currently being discussed on a number of themes, one of the most significant of which is smart 
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parking. Despite the fact that there are more than one million vehicles on the roadways of a 

contemporary big centre, there is not enough room for parking. In addition to this, the majority 

of academics working in the modern era advocate for the administration of data in the cloud. 

There is a possibility that this procedure could be considered problematic due to the fact that the 

raw data is instantly transmitted from the scattered sensors to the parking area through the cloud 

and then received back after being processed. When it comes to the transmission of data, the cost 

of energy, and the amount of energy that is consumed, this method is called high-priced. This 

paper goes beyond the typical solutions that have been proposed and proposes an alternative 

method. While the majority of proposed solutions focus on the problem of finding parking 

spaces that are not occupied, they ignore other critically important issues, such as information 

about the nearest car parking and road traffic congestion. The paper suggests a smart car parking 

system that will help users find a parking space and reduce the amount of time they spend 

looking for the nearest available parking spot [1]. This system will also help address the problem 

of finding parking spaces.  

In addition, it gives users information on the current state of road traffic congestion. 

Furthermore, the system that is being presented not only gathers the raw data locally but also 

extracts features by employing data filtering and fusion techniques in order to limit the amount 

of data that is transmitted over the network. Following that, the data that has been changed is 

uploaded to the cloud in order to undergo processing and evaluation by means of machine 

learning algorithms.  

The increased connectivity between automobiles and infrastructure is leading to the 

development of parking guidance and information (PGI) systems, which are becoming more 

significant components of intelligent transportation networks. The unpredictable nature of 

parking availability in parking facilities is one of the most significant obstacles that must be 

overcome in order to design effective PGI systems (both on-street and off-street).  It is expected 

that a dependable PGI system will be able to accurately forecast the availability of parking 

spaces at the time of arrival. In this research, we investigate the characteristics of the data 

pertaining to parking availability in a large metropolis and present a multivariate autoregressive 

model that takes into account both the temporal and spatial correlations of parking availability. 

The model is utilised to provide accurate predictions regarding the availability of parking spots. 

Based on the flaws in the prediction, the parking site that has the highest possibility of having at 

least one parking spot available at the expected arrival time is the one that ought to be 

recommended. The findings are illustrated by utilising parking data collected in real time in both 

San Francisco and Los Angeles [2].  

An accurate localization in both interior and outdoor environments is a difficult challenge 

to accomplish. In addition to producing precision levels that are insufficient for lane or spot-level 

localization, the GPS system, which is extensively used, was not designed for applications that 

require high degrees of accuracy. Integration drift is another factor that contributes to the 

accumulation of errors attributable to inertial sensors over time. ParkZoom is a smartphone-

based, infrastructure-assisted parking localization solution that we introduce. Its purpose is to 

estimate (zoom in) the precise position of a vehicle's parking slot as it is traversing both indoor 

and outdoor parking lots. Compass readings, accelerometer readings, and gyroscope readings are 

just examples of the continuous sensor data that can be generated and transferred using the 

suggested technique. On the vehicle side, the method makes use of standard cellphones. When it 

comes to the infrastructure, ParkZoom uses statistical learning of sensor data signatures, pattern 

categorization of data, constraint propagation, and error correction to ensure that parking spots 

are identified accurately. In this study, experimental findings with the ParkZoom algorithm are 
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presented. These results were acquired from real data collected from driving in the city and from 

two parking lots [3].  

 

System Analysis 

We already have a large number of parking management systems that are only able to 

deliver services to users with the assistance of RFID tags or sensors from our inventory. Through 

the use of an indication approach, we are only able to locate the vacant slot in the system that is 

currently in place by utilising the electrical equipment. The only slot that we are able to identify 

is the free slot, however we have not previously reserved that slot. In order to successfully 

execute the system, the present system requires additional financial and human resources [46-

52].  

 

This project's objective is to simplify the process of parking by utilising the web 

application as the primary conduit. At this point, we are primarily concerned with parking spots 

within the building, and the user has the ability to block the parking spot before entering the 

facility. In order to cater to the client side, the web application was developed. All of the options 

are designed with the user in mind. The purpose of this system is to determine the parking spots 

that are available in the area where the user is currently located. In order to ensure that the 

available parking spot is utilised to its fullest potential, users have the ability to block their slot 

for a specific period of time. In the event that the user is unable to arrive at the parking spot 

before the blocking time has passed, another user may block the same slot if it is required [53-

61].  

 

System Study 

 

During this phase, the feasibility of the project is evaluated, and the business proposal is 

presented together with a very general plan for the project as well as some estimates of the costs 

involved. An investigation of the practicability of the proposed system is going to be carried out 

during the system analysis phases. Consequently, this guarantees that the suggested system will 

not be a burden for the organisation. When doing a feasibility analysis, it is vital to have a solid 

understanding of the system's primary requirements [62-71].  

 

An outline design of system requirements in terms of input, processes, output, fields, 

programmes, and procedures serves as the foundation for the evaluation because it is based on 

the outline design. For the purpose of determining whether or not the new system will work 

satisfactorily, this can be quantified in terms of the volumes of data, trends, and frequency of 

updating, among other indicators. In light of this, the investigation of the viability of the based in 

outline is what it means [72-76].  

 

When it comes to determining whether or not a new system is effective, the method that is 

utilised the most frequently is economic analysis. The process, which is more often referred to as 

cost-benefit analysis, is used to determine the anticipated advantages and savings from a 

candidate system and then compare those savings and benefits to the costs of the system. In the 

event that the advantages are more than the expenses, the decision is made to create and put into 

action the system. Prior to taking action, an entrepreneur is required to conduct a thorough 

analysis of the costs and rewards involved [77-81].  
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A proposed system is evaluated based on how well it addresses the issues that have been 

identified, how well it capitalises on the opportunities that have been identified during the scope 

definition phase, and how well it satisfies the requirements that have been identified during the 

requirements analysis phase of system development [82-89].  

 

System Implementation 

 

A user interface design is implemented during the user registration process. This design 

allows users to create a new account, which requires them to provide information such as their 

name. Id for email. A password and a local phone number. gender, date of birth, and location is 

required. Once you have registered. The user will use their email address and password to log in 

to the homepage of the website. Once the user has successfully logged in to the homepage, they 

seek out the parking lots that are available on the website. If they are in need of parking their 

vehicle, they have the option to reserve their parking space [90-95].  

 

Once the user has successfully logged into the system, they will be able to search for the 

parking lot by selecting their location. Following the selection of their present location, the 

system will display the parking spots that are available in that specific location. The user is then 

required to choose any one of the available parking spots in order to determine whether or not a 

parking lot is available; if there is no parking lot available, the user will be directed to the next 

nearest parking place, where they will be able to repeat the process until they find a parking lot 

in which to park their vehicle [96-101].  

 

When a user has located a parking lot that is open, they have the ability to reserve that lot 

for a specific period of time by entering their login information. Users have the ability to keep 

their parking lot for a maximum of ten minutes, and they must arrive at the specific parking 

place before the time limit is exceeded. Within the event that they are unable to reach their 

designated parking lot, the hold will be removed. This indicates that the lot will be made 

available to another user so that they can take possession of the article of trade [102-109].  

 

Within this module, the administrator has the ability to handle incoming vehicles as well as 

parking lots. In the role of an administrator, a machine learning approach is utilised; even though 

the administrator is not a human, the administrator will be responsible for managing the 

information regarding parking lots. If one user wants a parking lot that another user already has, 

then the user who needs the same parking lot will be placed in a queue; if the user is unable to 

reach the parking area, then the user who is waiting in the queue can hold the parking lot that the 

other user already has [110-115].  

 

This module is responsible for the administration of the outgoing cars as well as the 

updating of the database. Following the departure of a certain user from the parking lot, the 

information on the parking lot that is available will be quickly updated in the system. This will 

allow the other user to make full use of the system. While this is going on, the administrator will 

also check to see if any user leaves their parking lot free before the parking limit is reached; the 

database will be updated with this information as well [116-121].  

 

System Design  

Object interactions are depicted in a sequence diagram, which is organised in a 
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chronological order. This diagram illustrates the many classes and objects that are a part of the 

scenario, as well as the sequence of messages that are passed back and forth between the objects 

in order to carry out the functionality of the scenario (Figure 1). 

 

 

 

 

 

 

 

 

 

Figure 1:  Sequence Diagram 

A collaboration diagram is a graphical representation that, within the context of an overall 

information technology architecture, illustrates how different software components interact with 

one another and how users might benefit from this cooperation (Figure 2). 

 

 

Figure 2: Collaboration Diagram 
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Data-flow diagrams, often known as DFDs, are used to illustrate the flow of data within a 

system or process (usually an information system).  In addition to this, the DFD offers details 

regarding the outputs and inputs of each entity, as well as the process itself. The absence of 

control flow, decision rules, and loops is characteristic of a data-flow diagram.  

 

One type of structural diagram that is utilised in database design is known as an Entity 

Relationship Diagram, often known as an ER Diagram or an ER model [122-125]. An Entity 

Relationship Diagram (ERD) encompasses a variety of symbols and connectors that serve to 

illustrate two crucial pieces of information: the key entities that fall under the purview of the 

system and the interrelationships that exist between these entities.  

Conclusion & Future Enhancement 

Within the scope of this investigation, the several varieties of intelligent parking systems 

have been explored. The various examples of the implementation of the smart parking system that 

are being presented demonstrate the effectiveness of the system in reducing the traffic problem. 

This is especially true in the urban area, where there is undeniable evidence of traffic congestion 

and a lack of parking spaces. In order to accomplish this, it directs customers and makes the most 

efficient use of parking spaces. The online application that was developed may also be compared 

to Google Maps and can determine the GPS location of the vehicle as well as the parking spot. 

The directions to the parking spot can be displayed in the Android application and on Google Maps 

if this information is provided. It is planned that future study will focus on taking into consideration 

the weather conditions, social events, and information regarding the occupancy of parking lots. 

The second point is that the approach that has been suggested has been designed solely with the 

information on parking lots in mind. In order to lessen the impact of estimating uncertainties, 

additional study will be conducted to investigate the availability of parking places along the side 

of the road as well as information regarding traffic congestion. 

References 

1. W. Alsafery, B. Alturki, S. Reiff-Marganiec, and K. Jambi, “Smart car parking system 

solution for the Internet of things in smart cities,” in 2018 1st International Conference on 

Computer Applications & Information Security (ICCAIS), 2018. 

2. T. Rajabioun and P. Ioannou, “On-street and off-street parking availability prediction using 

multivariate spatiotemporal models,” IEEE Trans. Intell. Transp. Syst., vol. 16, no. 5, pp. 

2913–2924, 2015. 

3. A. Alasaadi, J. Aparicio, N. Tas, J. Rosca, and T. Nadeem, “ParkZoom: A parking spot 

identification system,” in 16th International IEEE Conference on Intelligent Transportation 

Systems (ITSC 2013), 2013. 

4. O. Fabela, S. Patil, S. Chintamani, and B. H. Dennis, “Estimation of effective thermal 

conductivity of porous media utilizing inverse heat transfer analysis on cylindrical 

configuration,” in Volume 8: Heat Transfer and Thermal Engineering, 2017. 

5. S. Patil, S. Chintamani, B. H. Dennis, and R. Kumar, “Real time prediction of internal 

temperature of heat generating bodies using neural network,” Therm. Sci. Eng. Prog., vol. 

23, no. 100910, p. 100910, 2021. 

6. S. Patil, S. Chintamani, J. Grisham, R. Kumar, and B. H. Dennis, “Inverse determination 

of temperature distribution in partially cooled heat generating cylinder,” in Volume 8B: 

Heat Transfer and Thermal Engineering, 2015. 

7. K.-T. Lee, J.-Y. Tsai, A. T. Hoang, W.-H. Chen, D. S. Gunarathne, et al., “Energy-saving 

drying strategy of spent coffee grounds for co-firing fuel by adding biochar for carbon 

sequestration to approach net zero,” Fuel, vol. 326, p. 124984, 2022. 

8. A. T. Hoang and V. D. Tran, “Experimental Analysis on the Ultrasound-based Mixing 

Technique Applied to Ultra-low Sulphur Diesel and Bio-oils,” International Journal on 



145   A journal of the AMERICAN Journal of Engineering, Mechanics and Architecture            www. grnjournal.us  

 

Advanced Science, Engineering and Information Technology, vol. 9, no. 1, p. 307, Feb. 

2019. 

9. A. T. Hoang, T. H. Le, T. Chitsomboon, and A. Koonsrisook, “Experimental investigation 

of solar energy-based water distillation using inclined metal tubes as collector and 

condenser,” Energy Sources, Part A: Recovery, Utilization, and Environmental Effects, pp. 

1–17, 2021. 

10. I. Khalifa, H. Abd Al-glil, and M. M. Abbassy, “Mobile hospitalization,” International 

Journal of Computer Applications, vol. 80, no. 13, pp. 18–23, 2013.  

11. I. Khalifa, H. Abd Al-glil, and M. M. Abbassy, “Mobile hospitalization for Kidney 

Transplantation,” International Journal of Computer Applications, vol. 92, no. 6, pp. 25–

29, 2014.  

12. M. M. Abbassy and A. Abo-Alnadr, “Rule-based emotion AI in Arabic Customer Review,” 

International Journal of Advanced Computer Science and Applications, vol. 10, no. 9, 

2019.  

13. M. M. Abbassy and W. M. Ead, “Intelligent Greenhouse Management System,” 2020 6th 

International Conference on Advanced Computing and Communication Systems 

(ICACCS), 2020.  

14. M. M. Abbassy, “Opinion mining for Arabic customer feedback using machine learning,” 

Journal of Advanced Research in Dynamical and Control Systems, vol. 12, no. SP3, pp. 

209–217, 2020.  

15. M. M. Abbassy, “The human brain signal detection of Health Information System IN 

EDSAC: A novel cipher text attribute based encryption with EDSAC distributed storage 

access control,” Journal of Advanced Research in Dynamical and Control Systems, vol. 

12, no. SP7, pp. 858–868, 2020.  

16. M. M. and S. Mesbah, “Effective e-government and citizens adoption in Egypt,” 

International Journal of Computer Applications, vol. 133, no. 7, pp. 7–13, 2016.  

17. M.M.Abbassy, A.A. Mohamed “Mobile Expert System to Detect Liver Disease Kind”, 

International Journal of Computer Applications, vol. 14, no. 5, pp. 320–324, 2016.  

18. R. A. Sadek, D. M. Abd-alazeem, and M. M. Abbassy, “A new energy-efficient multi-hop 

routing protocol for heterogeneous wireless sensor networks,” International Journal of 

Advanced Computer Science and Applications, vol. 12, no. 11, 2021.  

19. S. Derindere Köseoğlu, W. M. Ead, and M. M. Abbassy, “Basics of Financial Data 

Analytics,” Financial Data Analytics, pp. 23–57, 2022.  

20. AbdulKader, H., ElAbd, E., & Ead, W. (2016). Protecting Online Social Networks Profiles 

by Hiding Sensitive Data Attributes. Procedia Computer Science, 82, 20–27.  

21. Fattoh, I. E., Kamal Alsheref, F., Ead, W. M., & Youssef, A. M. (2022). Semantic 

sentiment classification for covid-19 tweets using universal sentence encoder. 

Computational Intelligence and Neuroscience, 2022, 1–8.  

22. Ead, W. M., Abdel-Wahed, W. F., & Abdul-Kader, H. (2013). Adaptive Fuzzy 

Classification-Rule Algorithm In Detection Malicious Web Sites From Suspicious URLs. 

Int. Arab. J. E Technol., 3, 1–9.  

23. Srinath Venkatesan, “Design an Intrusion Detection System based on Feature Selection 

Using ML Algorithms”, MSEA, vol. 72, no. 1, pp. 702–710, Feb. 2023                                                                                                                       

24. Srinath Venkatesan, “Identification Protocol Heterogeneous Systems in Cloud 

Computing”, MSEA, vol. 72, no. 1, pp. 615–621, Feb. 2023.                                                                                                                                                       

25. Cristian Laverde Albarracín, Srinath Venkatesan, Arnaldo Yana Torres, Patricio Yánez-

Moretta, Juan Carlos Juarez Vargas, “Exploration on Cloud Computing Techniques and Its 

Energy Concern”, MSEA, vol. 72, no. 1, pp. 749–758, Feb. 2023.                                                                                                                                             

26. Srinath Venkatesan, “Perspectives and Challenges of Artificial Intelligence Techniques in 

Commercial Social Networks”Volume 21, No 5 (2023).                                                                                                                                 

27. Srinath Venkatesan, Zubaida Rehman, “The Power Of 5g Networks and Emerging 

Technology and Innovation: Overcoming Ongoing Century Challenges” Ion exchange and 

adsorption, Volume 23, Issue 1, 2023.                                                                                                                                                                                      



146   A journal of the AMERICAN Journal of Engineering, Mechanics and Architecture            www. grnjournal.us  

 

28. Srinath Venkatesan, “Challenges of Datafication: Theoretical, Training, And 

Communication Aspects of Artificial Intelligence” Ion exchange and adsorption. Volume 

23, Issue 1, 2023.  

29. Giovanny Haro-Sosa , Srinath Venkatesan, “Personified Health Care Transitions With 

Automated Doctor Appointment System: Logistics”, Journal of Pharmaceutical Negative 

Results, pp. 2832–2839, Feb. 2023   

30. T. Khoshtaria, D. Datuashvili and A. Matin, “The impact of brand equity dimensions on 

university reputation: an empirical study of Georgian higher education,” Journal of 

Marketing for Higher Education, Vol. 30 no 2, pp. 239-255, 2020.  

31. T. Khoshtaria,  A.  Matin, M. Mercan and D. Datuashvili, “The impact of customers' 

purchasing patterns on their showrooming and webrooming behaviour: an empirical 

evidence from the Georgian retail sector,” International Journal of Electronic Marketing 

and Retailing, Vol. 12, No. 4, pp. 394-413, 2021. 

32. Matin, T. Khoshtaria, M. Marcan, and D Datuashvili, “The roles of hedonistic, utilitarian 

incentives and government policies affecting customer attitudes and purchase intention 

towards green products,” International Review on Public and Nonprofit Marketing, Vol.  

19, pp. 709–735, 2022. 

33. Matin, T. Khoshtaria and N Todua,  “The Impact of Social Media Influencers on Brand 

Awareness, Image and Trust in their Sponsored Content: An Empirical Study from 

Georgian Social Media Users,” International Journal of Marketing, Communication and 

New Media, Vol. 10, No. 18, 2022. 

34. Matin, T. Khoshtaria, and G. Tutberidze, “The impact of social media engagement on 

consumers' trust and purchase intention,” International Journal of Technology Marketing, 

Vol. 14, No. 3, pp.305 – 323 

35. Khoshtaria, T., & Matin, A. “Qualitative investigation into consumer motivations and 

attitudes towards research shopping in the Georgian market”. Administration and 

Management, Vol 48, pp 41-52, 2019. 

36. M. Awais, A. Bhuva, D. Bhuva, S. Fatima, and T. Sadiq, “Optimized DEC: An effective 

cough detection framework using optimal weighted Features-aided deep Ensemble 

classifier for COVID-19,” Biomed. Signal Process. Control, p. 105026, 2023. 

37. Santoso, L.W. Yulia (2014), “Analysis of the Impact of Information Technology 

Investments – A Survey of Indonesian Universities”, ARPN JEAS, Vol. 9 No. 12. 

38. Santoso, L.W. (2020) "Adaptive Educational Resources Framework for eLearning using 

Rule-Based System," The 4th Int. Conf. on Information and Communication Technology 

for Intelligent Systems (ICTIS), Ahmedabad, India, 15-16 May 2020. 

39. Santoso, L.W. (2019) "Cloud Technology: Opportunities for Cybercriminals and Security 

Challenges," The 12th International Conference on Ubi-Media Computing, Bali Indonesia, 

6-9 August 2019. 

40. Razeghi, M., Dehzangi, A., Wu, D., McClintock, R., Zhang, Y., Durlin, Q., ... & Meng, F. 

(2019, May). Antimonite-based gap-engineered type-II superlattice materials grown by 

MBE and MOCVD for the third generation of infrared imagers. In Infrared Technology 

and Applications XLV (Vol. 11002, pp. 108-125). SPIE. 

41. Meng, F., Zhang, L., & Chen, Y. (2023) FEDEMB: An Efficient Vertical and Hybrid 

Federated Learning Algorithm Using Partial Network Embedding. 

42. Meng, F., Jagadeesan, L., & Thottan, M. (2021). Model-based reinforcement learning for 

service mesh fault resiliency in a web application-level. arXiv preprint arXiv:2110.13621. 

43. Meng, F., Zhang, L., Chen, Y., & Wang, Y. (2023). Sample-based Dynamic Hierarchical 

Transformer with Layer and Head Flexibility via Contextual Bandit. Authorea Preprints. 

44. B. Nemade and D. Shah, “An IoT based efficient Air pollution prediction system using 

DLMNN classifier,” Phys. Chem. Earth (2002), vol. 128, no. 103242, p. 103242, 2022. 

45. B. Nemade and D. Shah, “An efficient IoT based prediction system for classification of 

water using novel adaptive incremental learning framework,” J. King Saud Univ. - 

Comput. Inf. Sci., vol. 34, no. 8, pp. 5121–5131, 2022. 



147   A journal of the AMERICAN Journal of Engineering, Mechanics and Architecture            www. grnjournal.us  

 

46. B. Nemade, “Automatic traffic surveillance using video tracking,” Procedia Comput. Sci., 

vol. 79, pp. 402–409, 2016. 

47. S. S. Banait, S. S. Sane, D. D. Bage and A. R. Ugale, “Reinforcement mSVM: An Efficient 

Clustering and Classification Approach using reinforcement and supervised Technique, 

”International Journal of  Intelligent Systems and Applications in Engineering (IJISAE), 

Vol.35, no.1S, p .78-89. 2022. 

48. S. S. Banait,  S. S. Sane and S. A. Talekar, “An efficient Clustering Technique for Big Data 

Mining” , International Journal of Next Generation  Computing (IJNGC) , Vol.13, no.3, 

pp.702-717. 2022. 

49. S. A. Talekar , S. S. Banait and M. Patil.. “Improved Q- Reinforcement Learning Based 

Optimal Channel Selection in CognitiveRadio Networks,” International Journal of 

Computer Networks & Communications (IJCNC), Vol.15, no.3, pp.1-14, 2023. 

50. S. S. Banait and  S. S. Sane, “Novel Data Dimensionality Reduction Approach Using Static 

Threshold, Minimum Projection Error and Minimum Redundancy, “ Asian Journal of 

Organic & Medicinal Chemistry (AJOMC) , Vol.17, no.2, pp.696-705, 2022. 

51. S. S. Banait and S. S. Sane, “Result Analysis for Instance and Feature Selection in Big 

Data Environment, “International Journal for Research in Engineering Application & 

Management (IJREAM), Vol.8, no.2, pp.210-215, 2022. 

52. G. K. Bhamre and S. S. Banait, “Parallelization of Multipattern Matching on GPU, 

“International Journal of Electronics, Communication & Soft Computing Science and 

Engineering, Vol.3, no.3, pp.24-28, 2014. 

53. Naeem, A. B., Senapati, B., Islam Sudman, M. S., Bashir, K., & Ahmed, A. E. M. (2023). 

Intelligent road management system for autonomous, non-autonomous, and VIP vehicles. 

World Electric Veh. J, 14(9). 

54. A. M. Soomro et al., “Constructor development: Predicting object communication errors,” 

in 2023 IEEE International Conference on Emerging Trends in Engineering, Sciences and 

Technology (ICES&T), 2023. 

55. A. M. Soomro et al., “In MANET: An improved hybrid routing approach for disaster 

management,” in 2023 IEEE International Conference on Emerging Trends in Engineering, 

Sciences and Technology (ICES&T), 2023. 

56. B. Senapati and B. S. Rawal, “Adopting a deep learning split-protocol based predictive 

maintenance management system for industrial manufacturing operations,” in Lecture 

Notes in Computer Science, Singapore: Springer Nature Singapore, 2023, pp. 22–39. 

57. Biswaranjan Senapati, B., Rawal, B.S. (2023). Adopting a Deep Learning Split-Protocol 

Based Predictive Maintenance Management System for Industrial Manufacturing 

Operations. In: Hsu, CH., Xu, M., Cao, H., Baghban, H., Shawkat Ali, A.B.M. (eds) Big 

Data Intelligence and Computing. DataCom 2022. Lecture Notes in Computer Science, vol 

13864. Springer, Singapore.  

58. Sabugaa, M., Senapati, B., Kupriyanov, Y., Danilova, Y., Irgasheva, S., Potekhina, E. 

(2023). Evaluation of the Prognostic Significance and Accuracy of Screening Tests for 

Alcohol Dependence Based on the Results of Building a Multilayer Perceptron. In: 

Silhavy, R., Silhavy, P. (eds) Artificial Intelligence Application in Networks and Systems. 

CSOC 2023. Lecture Notes in Networks and Systems, vol 724. Springer, Cham.  

59. Senapati, B., & Rawal, B. S. (2023). Quantum communication with RLP quantum resistant 

cryptography in industrial manufacturing. Cyber Security and Applications, 100019, 

100019.  

60. K. Peddireddy, “Effective Usage of Machine Learning in Aero Engine test data using IoT 

based data driven predictive analysis,” Nternational J. Adv. Res. Comput. Commun. Eng., 

vol. 12, no. 10, 2023. 

61. K. Peddireddy and D. Banga, “Enhancing Customer Experience through Kafka Data 

Steams for Driven Machine Learning for Complaint Management,” International Journal 

of Computer Trends and Technology, vol. 71, pp. 7–13, 2023. 

62. A. Peddireddy and K. Peddireddy, “Next-Gen CRM Sales and Lead Generation with AI,” 

International Journal of Computer Trends and Technology, vol. 71, no. 3, pp. 21–26, 2023. 



148   A journal of the AMERICAN Journal of Engineering, Mechanics and Architecture            www. grnjournal.us  

 

63. K. Peddireddy, “Kafka-based Architecture in Building Data Lakes for Real-time Data 

Streams,” International Journal of Computer Applications, vol. 185, no. 9, pp. 1–3, 2023. 

64. K. Peddireddy, “Streamlining enterprise data processing, reporting and realtime alerting 

using Apache Kafka,” in 2023 11th International Symposium on Digital Forensics and 

Security (ISDFS), 2023. 

65. H.A.A. Alsultan and K. H. Awad "Sequence Stratigraphy of the Fatha Formation in 

Shaqlawa Area, Northern Iraq," Iraqi Journal of Science ,vol. 54, no.2F, p.13-21,  2021. 

66. H.A.A. Alsultan , M.L. Hussein, , M.R.A. Al-Owaidi , A.J.  Al-Khafaji and M.A.  Menshed 

"Sequence Stratigraphy and Sedimentary Environment of the Shiranish Formation, Duhok 

region, Northern Iraq", Iraqi Journal of Science, vol.63, no.11, p.4861-4871, 2022. 

67. H.A.A. Alsultan  , F.H.H.  Maziqa  and   M.R.A.  Al-Owaidi  "A stratigraphic analysis of 

the Khasib, Tanuma and Sa’di formations in the Majnoon oil field, southern Iraq,"  Bulletin 

of the Geological Society of Malaysia, vol. 73, p.163 – 169,  2022 . 

68. I.I. Mohammed, and H. A. A.  Alsultan   "Facies Analysis and Depositional Environments 

of the Nahr Umr Formation in Rumaila Oil Field, Southern Iraq," Iraqi Geological Journal, 

vol.55, no.2A, p.79-92,  2022. 

69. I.I. Mohammed, and H. A. A.  Alsultan   "Stratigraphy Analysis of the Nahr Umr Formation 

in Zubair oil field, Southern Iraq," Iraqi Journal of Science, vol. 64, no. 6, p. 2899-2912, 

2023. 

70. Mohd Akbar, Irshad Ahmad, Mohsina Mirza, Manavver Ali, Praveen Barmavatu 

“Enhanced authentication for de-duplication of big data on cloud storage system using 

machine learning approach”, Cluster Computing, Springer Publisher , 2023.  

https://link.springer.com/article/10.1007/s10586-023-04171-y  

71. D. R. Bhuva and S. Kumar, “A novel continuous authentication method using biometrics 

for IOT devices,” Internet of Things, vol. 24, no. 100927, p. 100927, 2023. 

72. D. Bhuva and S. Kumar, “Securing space cognitive communication with blockchain,” in 

2023 IEEE Cognitive Communications for Aerospace Applications Workshop (CCAAW), 

2023.                       

73. Srinath Venkatesan, Sandeep Bhatnagar, José Luis Tinajero León, "A Recommender 

System Based on Matrix Factorization Techniques Using Collaborative Filtering 

Algorithm", neuroquantology, vol. 21, no. 5, pp. 864-872, march 2023. 

74. Srinath Venkatesan, "Utilization of Media Skills and Technology Use Among Students and 

Educators in The State of New York", Neuroquantology, Vol. 21, No 5, pp. 111-124, 

(2023). 

75. Srinath Venkatesan, Sandeep Bhatnagar, Iván Mesias Hidalgo Cajo, Xavier Leopoldo 

Gracia Cervantes, "Efficient Public Key Cryptosystem for wireless Network", 

Neuroquantology, Vol. 21, No 5, pp. 600-606, (2023). 

76. Abdelazim, M. A., Nasr, M. M., & Ead, W. M. (2020). A survey on classification analysis 

for cancer genomics: Limitations and novel opportunity in the era of cancer classification 

and Target Therapies. Annals of Tropical Medicine and Public Health, 23(24).  

77. Alsheref, F. K., Fattoh, I. E., & M.Ead, W. (2022). Automated prediction of employee 

attrition using ensemble model based on machine learning algorithms. Computational 

Intelligence and Neuroscience, 2022, 1–9.  

78. R. Oak, M. Du, D. Yan, H. Takawale, and I. Amit, “Malware detection on highly 

imbalanced data through sequence modeling,” in Proceedings of the 12th ACM Workshop 

on Artificial Intelligence and Security - AISec’19, 2019. 

79. W. Ead and M. Abbassy, “Intelligent Systems of Machine Learning Approaches for 

developing E-services portals,” EAI Endorsed Transactions on Energy Web, p. 167292, 

2018.  

80. W. M. Ead and M. M. Abbassy, “A general cyber hygiene approach for financial analytical 

environment,” Financial Data Analytics, pp. 369–384, 2022.  

81. Akhilesh Kumar Sharma, Gaurav Aggarwal, Sachit Bhardwaj, Prasun Chakrabarti, Tulika 

Chakrabarti, Jemal Hussain, Siddhartha Bhattarcharyya, Richa Mishra, Anirban Das, 



149   A journal of the AMERICAN Journal of Engineering, Mechanics and Architecture            www. grnjournal.us  

 

Hairulnizam Mahdin, “Classification of Indian Classical Music with Time-Series 

Matching using Deep Learning”, IEEE Access , 9 : 102041-102052 , 2021. 

82. Akhilesh Kumar Sharma, Shamik Tiwari, Gaurav Aggarwal, Nitika Goenka, Anil Kumar, 

Prasun Chakrabarti, Tulika Chakrabarti, Radomir Gono, Zbigniew Leonowicz, Michal 

Jasiński , “Dermatologist-Level Classification of Skin Cancer Using Cascaded Ensembling 

of Convolutional Neural Network and Handcrafted Features Based Deep Neural Network”, 

IEEE Access , 10 : 17920-17932, 2022.  

83. Abrar Ahmed Chhipa , Vinod Kumar, R. R. Joshi, Prasun Chakrabarti,  Michal Jaisinski, 

Alessandro Burgio, Zbigniew Leonowicz, Elzbieta Jasinska,  Rajkumar Soni, Tulika 

Chakrabarti, “Adaptive Neuro-fuzzy Inference System Based Maximum Power Tracking 

Controller for Variable Speed WECS”, Energies ,14(19) :6275, 2021. 

84. Chakrabarti P. , Goswami P.S., “Approach towards realizing resource mining and secured 

information transfer”, International Journal of Computer Science and Network Security, 

8(7), pp.345-350, 2008. 

85. Chakrabarti P., Choudhury A., Naik N. ,  Bhunia C.T., “Key generation in the light of 

mining and fuzzy rule”, International Journal of Computer Science and Network Security, 

8(9), pp.332-337, 2008.                                                                             

86. Chakrabarti P., De S.K., Sikdar S.C., “Statistical Quantification of Gain Analysis in 

Strategic Management” , International Journal of Computer Science and Network 

Security,9(11), pp.315-318, 2009.  

87. Chakrabarti P. , Basu J.K. , Kim T.H., “Business Planning in the light of Neuro-fuzzy and 

Predictive Forecasting”, Communications in Computer and Information Science , 123, 

pp.283-290, 2010.                                                                                                                           

88. Prasad A. ,  Chakrabarti P., “Extending Access Management to maintain audit logs in cloud 

computing",  International Journal of Advanced Computer Science and Applications 

,5(3),pp.144-147, 2014.    

89. Sharma A.K., Panwar A., Chakrabarti P. ,Viswakarma S., “Categorization of ICMR Using 

Feature Extraction Strategy and MIR with Ensemble Learning”, Procedia Computer 

Science, 57,pp.686-694,2015. 

90. Patidar H. , Chakrabarti P., “A Novel Edge Cover based Graph Coloring Algorithm”, 

International Journal of Advanced Computer Science and Applications , 8(5),pp.279-

286,2017. 

91. Patidar H., Chakrabarti P., Ghosh A., “Parallel Computing Aspects in Improved Edge 

Cover based Graph Coloring Algorithm”, Indian Journal of Science and Technology 

,10(25),pp.1-9,2017.    

92. Tiwari M., Chakrabarti P, Chakrabarti T., “Novel work of diagnosis in liver cancer using 

Tree classifier on liver cancer dataset ( BUPA liver disorder )” , Communications  in  

Computer and Information Science , 837, pp.155-160, 2018.                                                                                                        

93. Verma K., Srivastava P. , Chakrabarti P., “Exploring structure oriented feature tag 

weighting algorithm for web documents identification”, Communications in Computer and 

Information Science ,837, pp.169-180, 2018.                                                                                                                    

94. Tiwari M., Chakrabarti P , Chakrabarti T., “Performance analysis and error evaluation 

towards the liver cancer diagnosis using lazy classifiers for ILPD”, Communications in 

Computer and Information Science , 837, pp.161-168,2018.                                                                                                          

95. Patidar H. , Chakrabarti P., “A Tree-based Graphs Coloring Algorithm Using Independent 

Set”, Advances in Intelligent Systems and Computing, 714, pp. 537-546, 2019.                  

96. Chakrabarti P., Satpathy B., Bane S., Chakrabarti T., Chaudhuri N.S. , Siano P., “Business 

forecasting in the light of statistical approaches and machine learning classifiers”, 

Communications in Computer and Information Science , 1045, pp.13-21, 2019.                                                                

97. Shah K., Laxkar P. , Chakrabarti P., “A hypothesis on ideal Artificial Intelligence and 

associated wrong implications”, Advances in Intelligent Systems and Computing, 989, 

pp.283-294, 2020.  

98. Kothi N., Laxkar P. Jain A. , Chakrabarti P., “Ledger based sorting algorithm”, Advances 

in Intelligent Systems and Computing, 989, pp. 37-46, 2020.                                                           



150   A journal of the AMERICAN Journal of Engineering, Mechanics and Architecture            www. grnjournal.us  

 

99. Chakrabarti P. ,Chakrabarti T., Sharma M . , Atre D, Pai K.B., “Quantification of Thought 

Analysis of Alcohol-addicted persons and memory loss of patients suffering from stage-4 

liver cancer”, Advances in Intelligent Systems and Computing, 1053, pp.1099-1105, 2020.                                 

100. Chakrabarti P., Bane S.,Satpathy B.,Goh M, Datta B N , Chakrabarti T., “Compound 

Poisson Process and its Applications in Business”, Lecture Notes in Electrical Engineering, 

601, pp.678-685,2020. 

101. Chakrabarti P., Chakrabarti T., Satpathy B., SenGupta I . Ware J A., “Analysis of 

strategic market management in the light of stochastic processes, recurrence relation, 

Abelian group and expectation”, Advances in Artificial Intelligence and Data Engineering, 

1133 , pp.701-710, 2020.                 

102. Priyadarshi N., Bhoi A.K., Sharma A.K., Mallick P.K. , Chakrabarti P., “An efficient 

fuzzy logic control-based soft computing technique for grid-tied photovoltaic system”, 

Advances in Intelligent Systems and Computing, 1040,pp.131-140,2020.                                                                          

103. Priyadarshi N., Bhoi A.K., Sahana S.K., Mallick P.K. , Chakrabarti P., Performance 

enhancement using novel soft computing AFLC approach for PV power system”, 

Advances in Intelligent Systems and Computing, 1040, pp.439-448,2020.                                                                                                

104. Magare A., Lamin M., Chakrabarti P., “Inherent Mapping Analysis of Agile 

Development Methodology through Design Thinking”, Lecture Notes on Data Engineering 

and Communications Engineering, 52, pp.527-534,2020.   

105. T. Chen, J. Blasco, J. Alzubi, and O. Alzubi “Intrusion Detection”. IET Publishing, 

vol. 1, no. 1, pp. 1-9, 2014. 

106. J. A. Alzubi, R. Jain, O. Alzubi, A. Thareja, and Y. Upadhyay, “Distracted driver 

detection using compressed energy efficient convolutional neural network,” J. Intell. Fuzzy 

Syst., vol. 42, no. 2, pp. 1253–1265, 2022. 

107. J. A. Alzubi, O. A. Alzubi, M. Beseiso, A. K. Budati, and K. Shankar, “Optimal 

multiple key‐based homomorphic encryption with deep neural networks to secure medical 

data transmission and diagnosis,” Expert Syst., vol. 39, no. 4, 2022. 

108. S. Abukharis, J. A. Alzubi, O. A. Alzubi, S. Alamri, and T. O. Tim O\’Farrell, 

“Packet error rate performance of IEEE802.11g under Bluetooth interface,” Res. J. Appl. 

Sci. Eng. Technol., vol. 8, no. 12, pp. 1419–1423, 2014. 

109. O. A. Alzubi, I. Qiqieh, and J. A. Alzubi, “Fusion of deep learning based cyberattack 

detection and classification model for intelligent systems,” Cluster Comput., vol. 26, no. 

2, pp. 1363–1374, 2023. 

110. A. Jafar, O. A. Alzubi, G. Alzubi, and D. Suseendran, “+ A Novel Chaotic Map 

Encryption Methodology for Image Cryptography and Secret Communication with 

Steganography,” International Journal of Recent Technology and Engineering, vol. 8, no. 

IC2, 2019. 

111. S. Samadi, M. R. Khosravi, J. A. Alzubi, O. A. Alzubi, and V. G. Menon, “Optimum 

range of angle tracking radars: a theoretical computing,” Int. J. Electr. Comput. Eng. 

(IJECE), vol. 9, no. 3, p. 1765, 2019. 

112. N. Al-Najdawi, S. Tedmori, O. A. Alzubi, O. Dorgham, and J. A. Alzubi, “A 

Frequency Based Hierarchical Fast Search Block Matching Algorithm for Fast Video 

Video Communications,” International Journal of Advanced Computer Science and 

Applications, vol. 7, no. 4, 2016. 

113. Sholiyi A., O’Farrell T., Alzubi O., and Alzubi J., “Performance Evaluation of Turbo 

Codes in High Speed Downlink Packet Access Using EXIT Charts”, International Journal 

of Future Generation Communication and Networking, Vol. 10, No. 8, August 2017. 

114. J. A. Alzubi, O. A. Alzubi, A. Singh, and T. Mahmod Alzubi, “A blockchain‐enabled 

security management framework for mobile edge computing,” Int. J. Netw. Manage., vol. 

33, no. 5, 2023. 

115. R S Gaayathri, S. S. Rajest, V. K. Nomula, R. Regin, “Bud-D: Enabling 

Bidirectional Communication with ChatGPT by adding Listening and Speaking 

Capabilities,” FMDB Transactions on Sustainable Computer Letters., vol. 1, no. 1, pp. 49–

63, 2023. 



151   A journal of the AMERICAN Journal of Engineering, Mechanics and Architecture            www. grnjournal.us  

 

116. V. K. Nomula, R. Steffi, and T. Shynu, “Examining the Far-Reaching Consequences 

of Advancing Trends in Electrical, Electronics, and Communications Technologies in 

Diverse Sectors,” FMDB Transactions on Sustainable Energy Sequence, vol. 1, no. 1, pp. 

27–37, 2023. 

117. P. S. Venkateswaran, F. T. M. Ayasrah, V. K. Nomula, P. Paramasivan, P. Anand, 

and K. Bogeshwaran, “Applications of artificial intelligence tools in higher education,” in 

Advances in Business Information Systems and Analytics, IGI Global,USA, pp. 124–136, 

2023. 

118. R. C. A. Komperla, K. S. Pokkuluri, V. K. Nomula, G. U. Gowri, S. S. Rajest, and 

J. Rahila, “Revolutionizing biometrics with AI-enhanced X-ray and MRI analysis,” in 

Advances in Medical Technologies and Clinical Practice, IGI Global, 2024, pp. 1–16. 

119. S. S. S. Ramesh, A. Jose, P. R. Samraysh, H. Mulabagala, M. S. Minu, and V. K. 

Nomula, “Domain generalization and multidimensional approach for brain MRI 

segmentation using contrastive representation transfer learning algorithm,” in Advances in 

Medical Technologies and Clinical Practice, IGI Global, 2024, pp. 17–33. 

120. Prince, Ananda Shankar Hati , Prasun Chakrabarti , Jemal Hussein , Ng Wee Keong 

, "Development of Energy Efficient Drive for Ventilation System using Recurrent Neural 

Network" , Neural Computing and Applications , 33 : 8659 , 2021. 

121. Chakrabarti P., Bhuyan B., Chaudhuri A. and  Bhunia C.T., “A novel approach 

towards realizing optimum data transfer and Automatic Variable Key(AVK)” , 

International Journal of Computer Science and Network Security, 8(5), pp.241-250, 2008.                  

122. W. M. Ead and M. M. Abbassy, “IOT based on plant diseases detection and 

classification,” 2021 7th International Conference on Advanced Computing and 

Communication Systems (ICACCS), 2021.  

123. W. M. Ead, M. M. Abbassy, and E. El-Abd, “A general framework information loss 

of utility-based anonymization in Data Publishing,” Turkish Journal of Computer and 

Mathematics Education, vol. 12, no. 5, pp. 1450–1456, 2021.  

124. A. M. El-Kady, M. M. Abbassy, H. H. Ali, and M. F. Ali, “Advancing Diabetic Foot 

Ulcer Detection Based On Resnet And Gan Integration,” Journal of Theoretical and 

Applied Information Technology, vol. 102, no. 6, pp. 2258–2268, 2024. 

125. M. M. Abbassy and W. M. Ead, “Fog computing-based public e-service application 

in service-oriented architecture,” International Journal of Cloud Computing, vol. 12, no. 

2–4, pp. 163–177, 2023. 

 

 

 


